Probability Qualifying Exam 2021

There are eight problems on this test. Read each problem carefully before beginning. PARTIAL
CREDIT CANNOT BE AWARDED UNLESS YOUR WORK IS CLEAR.

| Problem | Possible Points | Earned Points |
1 10
10
10
10
10
10
10
8 10

Total 80
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Problem 1. Let a A b:=min{a, b}.
For random variables X, Y (defined on the same probability space), let

p(X,Y)=E(X-Y|A1).

For sequences {(X,, Y,)}, where X, and Y}, are defined on the same probability space, show
that lim,,—. p(Xy, Y,) =0 if and only if X}, — Y;, — 0 in probability.

Solution: 5 points for each direction.
Recall that X, — Y,, — 0 in probability means, by definition, that for every € > 0,

lim P(| X, - Y, >¢€)=0.
n—oo

Suppose that X, — Y,, — 0 in probability. For any € > 0,

[E(|Xn_ Yn| A1) :f

[ Xn—Ynl<e

(|Xn—Yn|/\1)dP+f (X, — Yol A1) dP

[ Xn—Ynlze

For n large enough, by definition of convergence in probability, the second term on the right
can be made less than €. Thus
P (Xn, Yn) <2¢

for n sufficiently large. Since ¢ is arbitrary, lim, p(X,, Y,) = 0.
Suppose on the other hand that p(X},, Y;;) — 0 as n — oo.
Forany e >0,

[E(|Xn—Yn|A1):f

X Yyl=1
+f (X, — Y| ADdP
|X,—Yyl<e

>P(X,—Y,l>1D)+ePe< | X, - Yyl <1)+0.

(IXn—Ynl/\l)dIP+f (X, =Y, AD)dP
e<|X,—-Yul<1

Thus both terms on the right go to 0 as n — oo, which implies

PUX,=Yul>1D)+PEe<| X, =Yyl <) =P(X, - Yyl >¢) —0.



Problem 2. Suppose that X, X»,... are random variables satisfying E(X;) = 0 and such that
[E(Xl.z) < oo for all i. Assume further that there is a constant C; > 0 (not depending on i or j) so
that

ELX X < — O
ST EES

Let S, =Y, X;.

(@) Show that Var(S;,+m — Sn) < Com for all n, m, where C, is a constant (not depending on
n, m).

(b) Use (a) to show that lim,,_. Sni; =0 a.s.

(c) Show thatlim, .o, S—n” =0a.s.

Hint: Show that the events A, = {Un<2n |Sy24m — Sy2| > €n?} occur only finitely often.

Solution:
We have
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This establishes the first inequality.
Now
Var(S,,2)
nte?
C2 I’LZ C2
- _

T e2nt e2n?’

P(IS,2| > n’e) <

Thus, the first Borel-Cantelli Lemma shows that

P{|S,2| > en® i.0.} = 0.
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Consequently,

Pl U NUUSe/n’l>e|=0.
eeQt N n=N
In other words, a.s.,
.S,
lim — =0.

n—oo p?

For the last part, for m < 2n,
Var(S,24,, — S,2) _ Com _ Cs

2
PiS, 245, — S;2l >en®} < < < .
e e2nt e2nt ~ e2nd

Using a union bound over the 27 events in the union,

C321’l C4
P{ U |Sn2+m—5n2|>£n2}5 23 SW'

m<2n

Applying Borel-Cantelli again, we have that, for

An©):i= | USp2em—Su2l > en?,

m<2n

since ¥, P(A,(€) < ¥, 5 < 00,
P(A, i.0.)=0.
Suppose that w € G = {A,(¢) i.0.}N{lim, Snz/n2 = 0}. By the preceding, we know that P(G) = 1.
Thus there is some N(w) so that for n > N(w)

ax [S,24m (@) = S,2 ()] ¢ and [S,2 (W)
m<2n nz n2

<€

Thus, for n > N(w), for all k satisfying n? < k < (n+1)?,

ISk (w)] - |Sk ()] - |Sk(w) = S,2(w)] N [S,2 ()] <9
k n2 n2 n2

In other words,

S
|Sk(w)] <2

limsup

k—o0
Thus proves that
P[limsup|Skl/k >2¢|=0.
k—o0

Taking a union over positive rational €, we have

. n
lim — =0, a.s..
n—oo n



Problem 3. Show that if {X,, ;} are i.i.d. with X}, ; € {0,1} and E(X}, ;) = p,, and np; — A, then
S, = Z?z 1 Xn,i converges in distribution to a Poisson(A) distribution.

Solution:
We have, for ¢, the fourier transform of S,

(Pn([) =L

exp(”ixn,i)]

i=1

ﬁ E [exp (i X,1)]

([E exp (itXpn1)])"
=(a-pw +pue’)”
=(1-pn(1-e')"

( nPn(l—e”))

The second equality follows from independence of {Xj, ;}} . The third equality follows since
{Xn,i}?zl are identically distributed. Since np,, — A, we have that

it it
¢n(t) _ e—]L(l—e ) — el(e —1) .

Note the right-hand side is the fourier transform of a Poisson(1) random variable X:

(1) =E[e'™ =Y e”k% —e 'y % _ pMte)
k=0 N k=0 .

Thus the continuity theorem implies that the distributions converge.



Problem 4. Let{Z, ;} bei.i.d. non-negative, integer-valued random variables with E(Z,, ;) = p.

Define, recursively,
Xn-1

Xn=)Y Znk.
k=1

Note {X,} is a branching process with average number of offspring per individual equal to p.
Show that % converges to a finite limit (possibly random) as n — co almost surely.

Solution:
Let &, =0 (Zn,k : m < n). Note that

[E[Xn+1 |c6fn] =L

Xn
Z Zn+1,k
k=1

=L

o0
Y Zper il ik < X}
k=1

1l
18

I{k = Xn}[E[ZrHl,k | gn] .
k

1

This follows since I{k < X,,} is %,,-measurable, so it can be factored outside the conditional
expectation. Since Z, ;i is independent of 5%, we have

lE[Zn+1,k | Fnl = [E[Zn+1,k] =M,

and substituting in we have
[e.°]
ElXpe1 | Fnl =) Hk < Xp}p = Xup.
k=1

We then can find that
Xn+1
'un+1

Fn —WHXn—ﬁ-

Thus M, = X,,/ 1" defines a martingale. It is non-negative and E[M,,] = 1 for all n, whence
it is bounded in L!. The Martingale Convergence Theorem implies that there exists a finite
valued r.v. My, such that M,;,, — M, a.s.

E




Problem 5. Suppose that {X},} is the Markov chain on {0, 1,...} which satisfies, for k = 1,
1
P(k,k+1)=1-P(k,k—-1)=p< X

and P(0,0) =1-p=1-P(0,1). (Informally, {X,} is a nearest-neighbor walk on N which moves
up with probability p and down with probability 1 — p.)
Show that Eq (7o) < oo, where

To=min{n=1: X, =0}.
Solution: Note that if p(k) = (p/ q)¥, then for k = 1,

wk=1)P(k—1,k) +puk+DPk+1,k) = (p/q)* ' p+ (plg*q

= (p/*lg+p]
= u(k).

If k=0,
u(0)P(0,0) +u(1)P(1,00=1(1-p) + gq =1-p+p=pu0).

That is, u satisfies
K= P,
and is thus a stationary measure.
Since p/g < 1, we have ) u(k) < oo, so it can be normalized to obtain a probability distri-
bution 7 which satisfies 7 = 7 P.
We know that any irreducible chain having such a stationary distribution must be positive
recurrent, with

EpTg=—— <00

7(0)



Problem 6. Let (B;);>¢ be standard Brownian motion with By = 0. Let
T:=inf{t=0: B; ¢ (a,b)}, fora<0<b.

Let ,
M, =B} —3[ B.du.
0
Show that (M;) ;¢ is a martingale, and find an expression (in terms of a, b only) for E [ fOT B,d u] .
You may find useful that P(B; = a) = b/ (b — a), and may use the fact that E[7] < co without
proof. State carefully any optional stopping theorem you apply, and show the conditions are
satisfied.

Solution:
Applying Itd’s formula to f(x) = x°,

t t
B§=B§+3f0 BidBu+3fO B,du, 1)
and so
t
M;=3 f B2dB,. 2)
0

As an integral against d B, the process {M;} is a local martingale. In fact it is a martingale,
because [E[fot B%ds] < oo (see Theorem 7.6.4 in Durrett).
It now follows by the (version we're using of) the Optional Sampling Theorem that M;,; is
a martingale, and so
E[Mzael =E[Mo] =0.

Therefore, for each t,

TAL
E(B3, ] :3[E[f0 B,dul.

The left-hand side is bounded by (a v b)3, so by Bounded Convergence, convgerges as t — 0o
to [E[B:;’]. The right-hand side is bounded by 7(aV b), arandom variable with finite expectation,
so by Dominated Convergence, it converges to E[ [y B,du.

Therefore, since P{B; = a} = b/ (b— a),

T
E [3[ B,du
0

ba® - ab®
" Thoa )
a’ - b?
b-a @

=ab(a+Db). (5)

=ab




Problem 7. Let (X},) ;>0 be an irreducible Markov chain on an infinite state space S with tran-
sition matrix P, and for an arbitrary subset F of S let 7 = inf{t = 0: X, € F} be the first hitting
time of F. Fix finite disjoint subsets A and B of S and let .2 be the set of functions h: S — R
that solve the following system of equations:

Ph(x) = h(x) forx¢ AUB

hix)=1 forxe A
h(x)=0 for x € B.

(a) Show that g p(x) =Py{Ta<7Tp}isin A.

(b) Show that if the chain is transient, then h4 p is not the only member of # by explicitly
constructing other solutions.

Hint: consider the function e(x) = P{T 4up = 00}.

Solution:
(a) Clearly, hy g has the right boundary conditions. By conditioning on the first step, and
using the Markov property, if x¢ AUB,

hap(x)=) Pta<Tp& X =y}
¥

=) Pu{X1 = yIPiTa<Tp 1 X1 = ¥}
y

=Y px, y)Py{T <18}
y

= PhA,B(x).

(b) The same argument shows that e solves the same equation except that e(x) = 0 for
x € A, and so by linearity, for any a € R, the function h(x) = h4 p(x) + @e(x) is also a solution.
Since the chain is transient, e(x) > 0 for at least some x ¢ AU B.



Problem 8. Let (B;):;>0 be a standard Brownian motion, and define W; = tB;,;. Show that
(W) >0 is also a standard Brownian motion.

Solution:

Brownian motion is a Gaussian process, and so by sufficiency of means and covariances
for determining the distribution of Gaussian processes, it suffices to show that Wy = 0, that for
any fj <--- < t, that (Wy,..., W;,) is multivariate Gaussian and that E{W;W;] = min(s, 1).

First, Wy = lim;_., B;/t, which is zero almost surely since E[B;/t] = 0 and E[(B;/ 1?2 =
1/t —0.

Next, note that (W, ..., W; ) is multivariate Gaussian because it is a linear transformation
of (Bi/g,---»Bi/t,)-

Finally, compute thatif s < ¢,

E[W;W;] = stE[B1/sB1/¢]
=stmin(1/s,1/1)

:S’

as required.
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